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ABSTRACT
Modern high-performance applications are highly-configurable sys-

tems that provide hundreds of configuration options. Performance

models offer insights into the performance of these applications

and help users understand the impact of these options. Yet, crafting

models for such applications proves costly due to the many config-

uration options and their unknown performance impacts that need

to be modeled. However, some options are performance-irrelevant,

and removing them can reduce construction costs without compro-

mising accuracy. This paper explores an approach to automatically

identify performance-irrelevant configuration options empirically.

By leveraging established performance modeling methods, we de-

vise cost-efficient preliminary prediction models that rely on fewer

samples and analyze them to identify such options. We evaluate

our approach using a real-world HPC application to demonstrate

our method’s effectiveness in recognizing performance-irrelevant

options and the potential to save costs for performance modeling.

CCS CONCEPTS
• Software and its engineering → Software performance.

KEYWORDS
automatic performance modeling, empirical performance modeling,

configurable systems, sampling
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1 INTRODUCTION
Many software systems are configurable, allowing the user to set

functional and non-functional properties according to their needs.

For example, in a materials simulation [12], users select which

properties to simulate (functional) and which algorithm settings

(non-functional) to use. While they set fixed values for functional

options, non-functional options can be chosen optimally depending
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on the execution environment and the choice of functional options.

However, it is non-trivial to determine how a single configuration

option influences performance [10, 22]. Generally, developers and

users do not know how configuration options interact and which

combination of options will yield the best performance [3].

To understand the influence of configuration options on the run-

time of a software system, users can use automatic performance

modeling techniques to create performancemodels [2, 22]. However,

building empirical performance models for highly-configurable

HPC applications is an expensive process. Two factors dictate the

construction cost [4]: First, the number of required experiments

required to measure the system’s performance. It increases with

every option added to the model, known as the curse of dimension-

ality. Second, the costs of running an experiment on an HPC system.

Optimistic estimates of the operating expenses are in the millions

of euros per year [20]. During the execution of performance experi-

ments, the infrastructure is occupied, preventing other applications

from running.

Users have to select a small subset of options to create perfor-

mance models [4], or decide to model all options, resulting in a

hard-to-quantify trade-off between model quality and number of

experiments [6, 14, 17]. In most cases, however, only a subset of the

options strongly impacts application performance [13, 14]. There-

fore, it is possible to remove the performance-irrelevant ones from

the experiments to be executed without affecting prediction accu-

racy. This speeds up model construction by reducing the number of

required performance experiments that must be conducted on HPC

computing systems. However, domain scientists and even devel-

opers of an application often do not understand the performance

influences and interactions among configuration options [3, 22].

Tools can extract performance influences of options based on static

and dynamic analysis automatically [4, 23] but cannot quantify their

influence. Pruning of experiments is only possible if options have a

linear performance impact or no impact at all [20]. In other cases, it

is necessary to rely on heuristics to reduce the experiments [6, 17],

or to use an expensive full-factorial experiment design – taking 368

core hours for an application with only three options already [20].

We contribute a novel approach to ease the modeling process by

introducing a pre-processing step that automatically determines

performance-irrelevant configuration options and removes them

from the remaining modeling process
1
. With this approach, we

contribute to enable easy utilization and understanding of perfor-

mance modeling tools for domain scientists, thus bridging the gap

between domain expertise and performance modeling expertise.

1
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Figure 1: Our pre-processing (green, dashed) removes performance-irrelevant configuration options from the modeling
process (blue, solid).

Our research aims to address these questions:

RQ1 Can we identify performance-irrelevant configuration op-

tions by reusing a performance modeling method with fewer

samples?

RQ2 Can we reduce the cost of performance modeling by intro-

ducing our identification process of performance-irrelevant

configuration options as a pre-processing step?

We address these questions by first evaluating if our approach

can accurately classify configuration options as performance-irrele-

vant. Second, we evaluate if applying our approach can save costs

during creation of the principal performance model, despite intro-

ducing the additional pre-processing step.

In the following, Section 2 gives an overview of the state-of-the-

art of performance prediction of configurable systems. Section 3

covers our concept. Section 4 introduces our case study and how

we apply our approach to it. We present our evaluation in Section 5.

Section 6 shortly discusses related work, before Section 7 concludes

the paper and touches upon future work.

2 STATE-OF-THE-ART
Traditionally, constructing empirical performance prediction mod-

els automatically involves three phases: designing the experiment,

executing the application under consideration with selected config-

urations, and creating an empirical model based on the measured

samples. Figure 1 shows the current process to build a performance

prediction model as the last three steps (blue, solid). It starts with

the experiment design phase, where the user selects the considered

options and a strategy for sampling from all resulting possible con-

figurations. Sampling strategies can, for example, rely on achieving

a specific coverage, mathematical criteria, or sample configurations

randomly [6]. In the next step, the application is executed with the

configurations derived from the experiment design phase to collect

the required sample measurements. This step is the most expensive

as the user needs to conduct the performance experiments on the

system they want to have a performance model for, typically a high-

performance system. In the last step, the acquired measurement

samples are supplied to the performance modeling tool that cre-

ates the empirical performance prediction model using a machine

learning approach [6], such as Classification and Regression Trees

or Multiple Linear Regression.

Different approaches can be applied to implement these three

steps. For instance, the performance modeling tool DECART [8],

building on CART [7], uses random sampling for the experiment

design and Classification and Regression Trees as a learning tech-

nique to create a model of the correlation between option selections

and performance measurements. Figure 2 shows an overview of

the modeling process. DECART employs automated resampling

Parameter
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Model
Validation

Search
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Set
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Tuning

no
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Figure 2: Overview of DECART, as depicted in Guo et al. [8].

and parameter tuning to reuse the available measurement data effi-

ciently. It uses resampling to partition the samples into a training

set for learning the performance prediction model and a validation

set to evaluate the produced results. This allows integrated model

validation without requiring additional validation measurement

sets. Parameter tuning is used to systematically and automatically

search through the parameter space of CART in order to find the

parameter values that produce the performance prediction model

with the highest prediction accuracy.

While there are many different tools (e.g., DECART [8], SPLCon-

queror [22], Extra-P [2]) that implement the general process, they

can generally be classified into black-box andwhite-box approaches.

Black-box approaches treat the application as black-box, only learn-

ing the performance models from the correlation between mea-

surement data and configurations executed. White-Box approaches

leverage knowledge about the application and how the configura-

tion options impact performance for performance modeling. Tools

such as Perf-Taint [4] and Comprex [23] extract possible perfor-

mance impacts of options automatically based on static and dynamic

analysis but cannot quantify their impact. An option influencing

only small parts of the execution could have a critical impact, while

it could also just change minor things. Take the code snippet in

Listing 1 as an example: While the variable global_offset does
impact the number of iterations via the local_offset variable in

the loop, it only changes the iteration count by one. However, x
directly impacts the number of iterations. Given a high value for x,
we can assume that global_offset does not significantly impact

the performance. Therefore, we do not have to model the impact

of the global_offset configuration options on performance. Nev-

ertheless, state-of-the-art tooling does not provide a way to gain

and utilize this knowledge. As the tooling does not provide a strat-

egy to guide the user in selecting the parameters that significantly

2
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impact performance, users have to collect samples that consider

all configuration options, resulting in high costs for performance

modeling.

Listing 1: Example computation using configuration options
global_offset and x.

void calculateAll(int global_offset , int x) {
int localOffset =

globalOffset % 2 == 0 ? 0 : 1;
for(int i = localOffset; i < x; i++) {

calculate ();
}

}

3 CONCEPT
With our approach, we improve the parameter selection for the

experiment design phase. Figure 1 shows the envisioned perfor-

mance modeling process: Instead of directly starting the experi-

ment design process (blue, solid), we first employ our optimization

process (green, dashed) that identifies and removes performance-

irrelevant configuration options. After that, the usual experiment

design phase can be conducted with a reduced parameter set. Our

optimization process involves three additional steps: Considering

all available configuration options, we first collect samples in a

cheap way by conducting small-scale experiments (see Section 3.1).

We then build a preliminary performance prediction model from

the collected samples using a preexisting performance modeling

method (see Section 3.2). Based on this performance model, we

classify all configuration options as either performance-relevant
or performance-irrelevant (see Section 3.3). Thus, it is possible to

exclude performance-irrelevant options from the further modeling

process.

Our approach allows users to select options from a reduced set

of only performance-relevant configuration options without losing

predictive power in the resulting performance model. We identify

two key benefits: First, knowledge about the internal structure of

the examined application or expert knowledge about performance

engineering is not required anymore, as our approach classifies

the options into performance-relevant and -irrelevant. Second, in

addition to saving a significant amount of time by modeling fewer

parameters during the actual performance modeling, we can exe-

cute the parameter identification experiments on cheaper compute

infrastructures, such as consumer desktop computers or worksta-

tions, even if the final performancemodel utilizes high-performance

systems for measurement acquisition. We hereby build on results

of previous studies [13] that have shown that if a configuration

option or interaction between configuration options is measured to

have an influence on performance on one hardware, this property

is typically preserved across differing environments.

In the following, we elaborate on our approach in detail. Sec-

tion 3.1 explains how we keep the sampling process for our small-

scale experiments cheap yet extensive enough to collect meaningful

samples. Section 3.2 details our requirements for a performance

modeling method used to create the preliminary performance mod-

els. Finally, Section 3.3 explains how we identify irrelevant options

from the preliminary performance models.

3.1 Small-Scale Measurements
Our identification process adds three pre-processing steps to the

performance modeling pipeline. Therefore, we must ensure that

it decreases cost in the later stages of performance modeling, out-

weighing the additional cost incurred. To reduce the number of

measurements for the optimization step, we only measure two dif-

ferent values for numeric configuration options because, for the

identification of relevant options, we only need to detect a leap in

the runtime when changing option values. For non-binary and non-

numeric configuration options, such as selection options, however,

we have to analyze every possible configuration value as we cannot

assume a (partial) order. In addition to the number of samples, their

cost is also relevant. To keep the cost of the individual samples

low, we use small, yet realistic problem sizes and value ranges of

configuration options. It is the responsibility of the user to select

these values carefully using domain knowledge. Note that we do

not require the user of our approach to have knowledge about the

internals of the application or expertise in performance engineering.

However, we do assume them to be familiar with the domain of

the application. That means that they can configure the application

according to the problem they want to compute using functional

options.

3.2 Create Preliminary Performance Model
Our proposed process can leverage any performance modeling

method. The sole prerequisite is that it derives an empirical per-

formance model derived from runtime measurements. Ideally, it

should swiftly produce preliminary models that offer a realistic

representation of application performance based on small-scale

measurements. As our process is a pre-processing step, we prefer

black-box models as white-box models come with significant instru-

mentation overhead. We select DECART [8] (see Section 2) as the

exemplary performance modeling method to build the preliminary

performance models, as it promises to build performance models

from a few random samples that have a decent prediction accuracy

in the 90% range [8] and take only a few seconds to learn.

3.3 Filter Performance-Irrelevant Options
In this last step, we examine the created performance model regard-

ing the options it uses for creating its performance prediction. In the

case of DECART, the models contain a list of configuration options

used within the model. Inherently, only the configuration options

integrated into the models can impact its performance prediction.

Therefore, we classify every option in that list as performance-

relevant and all other options, which do not appear in the model,

as performance-irrelevant.

4 CASE STUDY: PACE3D
We illustrate our concept presented in Section 3 with a real-world

case study based on Pace3D (Parallel Algorithms for Crystal Evolu-

tion) [12], a multi-physics framework for digital material research.

Pace3D is highly configurable, offering more than 170 tools for pre-

3
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and post-processing of computations alone. Consequently, the flexi-

bility offered by the software system introduces many configuration

options. This makes it challenging for the domain scientists using

the software to understand the performance impacts of the many

options and consequently choose a configuration that will lead to

good performance. However, the immense number of configuration

options and their interactions make building performance models

for the whole application with current approaches impractical.

For our case study, we set fixed values for functional options and

consider only non-functional options that do not change the final

result of the simulation. We consider 34 configuration options for

the chosen computation scenario, which consist of 9 binary options,

two binary vector options with two elements each, three selection

options, 19 numeric options, and one numeric vector with three

elements. The reduced set includes, among others, the simulation

volume, number of preprocessing steps, simulation coefficients,

time steps, random generator settings, numeric scaling factors, and

the number of MPI processes.

4.1 Small-scale Measurements
As DECART only supports binary options, we map every non-

binary option to a binary representation.We employ two predefined

values (low/high) for numeric configuration options to reduce the

number of required measurements. Thus, the 34 numeric options

are represented as 66 binary options. DECART uses a feature-size

heuristic to prescribe the number of required samples. Therefore,

our simple model will have 𝑁 = 66 options. We generate samples

randomly.

As illustrated in Figure 2, the DECART modeling process is

iterative, repeating the sampling and modeling process until the

learned model has a validation error below 10%. As we do not

know how many samples and resulting model prediction accuracy

we need to identify performance-irrelevant options, we repeat the

sampling process ten times. With these measurements, we can

create models with an increasing number of samples from 𝑁 to

10𝑁 that we can evaluate separately.

Performing Measurements. We run our experiments on an on-

premise cluster on nodes with an AMD Opteron 2378 8-Core pro-

cessor @ 2.4 GHz and 16 GB memory. This cluster is regularly used

for simulation runs of Pace3D, thus a realistic execution environ-

ment for such a simulation. We repeat each measurement five times,

observing a mean coefficient of variation of 4.84%.

4.2 Create Preliminary Performance Model
Using the small-scale measurements, we create ten inputs for DE-

CART, each with 66 samples more than the one before. We supply

each measurement individually to DECART, meaning that the first

input file contains 66 ∗ 5 = 330 measurements, as we repeated

each measurement five times. We choose 10-fold-cross-validation

as resampling and grid search as a parameter optimization algo-

rithm as these values proved best [8]. DECART generates multiple

performance models for every input with an increasing number of

samples used in the training set, requiring the user to review and

select the acceptable models. Guo et al. [8] recommend selecting a

model with a validation error below 10%. If there is no such model,

the sample size should be increased. However, as our identification

Model
No.

No. of
Experiments

Validation
Error (%)

Generalization
Error (%)

Model
Time (s)

1 330 6.17 6.43 5.26

2 660 7.21 6.67 7.13

3 990 6.34 8.05 8.74

4 1320 8.06 8.93 10.10

5 1650 8.31 7.80 13.62

6 1980 8.23 9.53 12.14

7 2310 9.09 9.87 12.43

8 2640 8.63 9.35 15.24

9 2970 9.11 9.95 14.83

10 3300 7.82 10.51 13.86

Table 1: Our preliminary performance models for PACE3D,
each with an increasing number of experiments used.

process is only a preprocessing step, we will choose the next best

model even if it has a higher prediction error when no model is

available with a validation or generalization error below 10%. Table

1 shows an overview of our selected models. It lists the number of

measurements used for creating each model, the time for creating

it, and validation and generalization errors. While validation and

generalization errors are below 10% for nine out of ten models,

with only the generalization error of model ten being slightly above

10%, their explanatory power is inherently limited to the number

of experiments conducted for the respective model.

5 EVALUATION
We evaluate our approach based on the case study from Section 4.

To evaluate our approach with the previously detailed case study,

we first assess if our approach accurately classifies options as

performance-irrelevant. Second, we evaluate if our approach can

save costs for creating an exhaustive performance model despite

the additional pre-processing steps introduced.

5.1 RQ1: Accurate Identification
We create ten performance prediction models with increasing sam-

pling sizes (see Section 4.2) and analyze the models by inspecting

which configuration options they use. Table 2 shows the results:

Our model analysis classifies six to sixteen options out of 34 as irrel-

evant to the performance. We evaluate if this classification is correct

two-fold: First, we measure the relative runtime deviation when

changing the considered option. Second, we interview the lead

developer of Pace3D to state his assessment on the performance

relevance of all considered options.

5.1.1 Measuring Performance Impact. To measure the performance

impact of options identified as irrelevant, we measure the relative

runtime deviation when changing the considered option. All other

options are activated or set to a default value. We repeat each

measurement five times. Table 2 shows our results, indicating that

the identified options are indeed performance-irrelevant. We show

the deviation of runtime in percent when changing the respective

option. As we use the same configurations for measuring the per-

formance impact of a specific option across models, the percentage

4
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Option Name Samples Measured During Pre-Processing Expert
66 132 198 264 330 396 462 528 594 660 Assessment

Φ dynamic memory 0.46 × - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ Major

Φ block data 0.47 × - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ Minor

Φ avg RDTIC - ✓ 2.39 × - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ Minor

Φ driving force nI. - ✓ - ✓ - ✓ - ✓ - ✓ 2.33 × - ✓ - ✓ - ✓ - ✓ Minor

Φ # Active Phases 0.60 × - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ Minor

Φ phi index 0.60 × - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ Minor

Φ avg driving force 3.71 × - ✓ - ✓ - ✓ 3.71 × - ✓ - ✓ - ✓ - ✓ - ✓ Minor

Φ # LROPB locksize - ✓ 2.03 × 2.03 × - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ Minor

prec. smear iterations 4.88 × - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ Minor

IO buffer scale factor 0.12 × - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ - ✓ Minor

RNG manual seed 2.29 ✓ - × - × - × - × - × - × - ✓ - × - × No

SI scal. factor ampere 0.48 ✓ 0.48 ✓ 0.48 ✓ 0.48 ✓ 0.48 ✓ 0.48 ✓ 0.48 ✓ 0.48 ✓ 0.48 ✓ 0.48 ✓ No

SI scal. factor candela 0.02 ✓ 0.02 ✓ 0.02 ✓ 0.02 ✓ 0.02 ✓ 0.02 ✓ 0.02 ✓ 0.02 ✓ 0.02 ✓ 0.02 ✓ No

SI scal. factor kelvin 0.21 ✓ 0.21 ✓ 0.21 ✓ 0.21 ✓ 0.21 ✓ 0.21 ✓ 0.21 ✓ 0.21 ✓ 0.21 ✓ 0.21 ✓ No

SI scal. factor kg 0.08 ✓ 0.08 ✓ 0.08 ✓ 0.08 ✓ 0.08 ✓ 0.08 ✓ 0.08 ✓ 0.08 ✓ 0.08 ✓ 0.08 ✓ No

SI scal. factor meter 0.22 ✓ 0.22 ✓ 0.22 ✓ 0.22 ✓ 0.22 ✓ 0.22 ✓ 0.22 ✓ 0.22 ✓ 0.22 ✓ 0.22 ✓ No

SI scal. factor mol 0.89 ✓ - × 0.89 ✓ - × - × - × 0.89 ✓ - × 0.89 ✓ - × No

SI scal. factor second 1.74 ✓ 1.74 ✓ 1.74 ✓ 1.74 ✓ 1.74 ✓ 1.74 ✓ 1.74 ✓ 1.74 ✓ 1.74 ✓ 1.74 ✓ No

control output 1.89 × - ✓ - ✓ 1.89 × - ✓ - ✓ - ✓ 1.89 × - ✓ - ✓ Major/Minor

Table 2: Identified irrelevant options and the runtime deviation (%) when changing them. Dashes indicate that the respective
option is identified as relevant. Measurements that match the expert assessment are marked with a Checkmark (✓), while
measurements that do not match are marked with a cross (×).

values are the same within rows. Cells with dashes indicate that the

respective option has been identified as relevant by the model. The

biggest deviation caused by one of the performance-irrelevant op-

tions in runtime is 4.88%. In contrast, options that strongly impact

performance often cause a performance difference of over 100%.

Notably, some options are identified as performance-irrelevant by

all models, while others are flagged by only some or even only

one model. Model one, which uses the smallest number of sam-

ples, identifies most options as performance-irrelevant. While this

could also be due to the samples not catching the performance

impact of some of the options, our evaluation shows that only one

of the options, precond.smear.iterations, could be judged as

performance-relevant with an impact on the runtime of 4.88%.

5.1.2 Developer Statement. We asked one of the main developers

of Pace3D, who has been working on the software for a long time,

to fill out a questionnaire, indicating if they think that a specific

configuration option has no, minor, or a major impact on perfor-

mance. We also gave the possibility to indicate that they were

unsure about the impact of the option. Table 2 shows how our

expert classified the options and what options the respective model

classified as irrelevant. The expert identified eleven options to be

performance-irrelevant. Six of them were classified as irrelevant by

all models. Model one further identified ManualSeed andmodel one,

three, seven, and nine identified Settings.SIscalingfactor.mol
as being performance-irrelevant, while the other three were not

identified as irrelevant by any model. The expert further identi-

fied nine options as having a major performance impact. Seven

of them were classified as relevant by all models, with the other

two being misclassified by model one (DynamicMemory) and model

one, four, and eight (ControlOutput), respectively. However, he
further stated that ControlOutputwould have a major impact only

for configurations that have a short runtime, which will become

minor for long-running simulations. As simulations used to sim-

ulate real-world scenarios are usually longer-running, we deem

this misclassification to be tolerable. Ten other options identified

as irrelevant by some models are classified as having a minor im-

pact on performance by our expert. Five of them were misclassified

exclusively by model one. However, misclassifications happen up

to including model eight.

Overall, model one has the most misclassifications according to

the expert statement. This is to be expected as it had the fewest

training data.

Few models misclassified options with a major performance im-

pact as being performance-irrelevant. Moreover, up to including

model eight, some options are being classified as irrelevant while

having a minor impact on the performance according to our ex-

pert. No model identified all eleven performance-irrelevant options.

While not identifying all performance-irrelevant reduces potential

savings by not being able to exclude them from the principal mod-

eling, it does not impact the quality of the principal performance

model. Moreover, as only model one classified an option being rel-

evant also in large-scale settings as irrelevant, we can conclude

that our approach can save costs while not compromising model

quality.

5.1.3 Discussion. The results in Section 5.1.1 imply that using

model one, which is the cheapest preliminary performance model,

is already sufficient for pruning performance-irrelevant configura-

tion options. However, according to our expert statement presented

in Section 5.1.2, it misclassifies some options with a minor per-

formance impact as being irrelevant. Crucially, it misclassifies an

option that has a major impact on performance according to our

5
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expert. As model one uses only a very limited number of sam-

ples, it likely did not see enough data to capture their performance

influence. Models nine and ten have the least misclassifications

according to our measurements and the expert statement: While

not misclassifying any performance-relevant option as irrelevant,

they identify seven and six, respectively, out of eleven performance-

irrelevant options. However, as we only evaluate our approach

with one case study, it is too early for a general recommendation

on how many samples to use based on our data. For this, further

experimentation is needed.

5.2 RQ2: Cost of Performance Modeling
We estimate the costs saved for creating principal performance

models using black-box and white-box approaches separately.

Black-BoxModeling.Black-box performancemodeling techniques

rely on heuristics to estimate the required number of samples. This

results in a hard-to-quantify trade-off between number of samples

and model accuracy [6, 14]. Some techniques iteratively use more

samples, as proposed also by DECART [8]: In each step, a model

is trained with part of the data and validated with the rest. If the

error exceeds a given threshold, more samples need to be added to

the training data. Thus, it is hard to quantify the costs saved by our

approach. However, it will still prove helpful to prune options from

the configuration space, as we expect the model to converge faster

due to less meaningful samples being collected. In other words, the

same number of samples will result in better model quality.

White-Box Modeling. Automatic white-box approaches that do

not employ heuristics for the sampling process and thus promise a

good model quality need a full-factorial experiment design [4] with

5 measured values per configuration option. They can only prune

configurations to measure if options do not interact at all or if they

linearly affect system runtime [20]. However, they cannot quantify

the impact of a configuration option, requiring the user to either

model all configuration options or exclude them solely based on the

number of functions they are influencing, not their actual impact.

Moreover, these approaches do not support binary configuration

options. In order to capture the influence of a binary configuration

option, we would thus need to create two separate performance

models and compare them to assess the performance impact of the

binary option. Capturing performance impacts of all binary options

would thus mean creating performance models for any combination

of binary configuration options. For each performance model, we
save 78125 experiments by pruning the six numerical configuration
options identified by model 10, which translates to 30482 core hours,
assuming an average runtime of 0.39 core hours we observed during

our small-scale sampling. This estimate does not even consider that

users would likely opt for measuring larger problem sizes and value

ranges during the principal measurements. Gathering all of our

samples took 1288 core hours.

5.3 Threats to Validity
After discussing our findings, we discuss threats to validity. We fol-

low the guidelines of Wohlin et al. [24] and Runeson and Höst [18].

Internal Validity. Our evaluation indicates that the identified

configuration options in later models indeed do not have a perfor-

mance impact. However, the potential impact of filtering them on

the prediction accuracy of resulting performance models remains

uncertain. Additionally, the influence of these options in unmea-

sured scenarios outside the expert’s awareness remains to be seen.

Nevertheless, the consistency observed in the measured scenarios

as well as the expert assessment reinforces our confidence in the

overall findings.

External Validity. Our evaluation is currently limited to a single

case study application. While our selected application is a real-

world HPC application, an assessment of the generalizability of

the approach requires further research. However, we are confident

in the generalizability of our approach, as we designed it to be

applicable to any HPC application.

6 RELATEDWORK
In the following, we discuss related research in the areas of perfor-

mance modeling, configurable systems, and experiment pruning.

Performance Modeling of Configurable Software. Various ap-

proaches exist for creating performance models of configurable

software [1, 14, 16, 22]. Ha and Zhang [9] create models using deep

neural networks. Shu et al. [21] present PERF-AL that uses neural

networks with adversarial learning. Han et al. [11] focus on finding

performance bugs by ranking configuration options regarding their

performance impact. All require sampling across the whole con-

figuration space. Our approach is orthogonal and can be used as

pre-processing to any performance modeling approach for creating

the principal performance model.

Pruning of Experiments. Sarkar et al. [19] propose heuristic

strategies for the cost-effective sampling of configurations but

do not consider reducing the configuration space by pruning op-

tions. Velez et al. [23] use program analysis to identify which config-

uration option influences control-flow statements in a code region.

They use this knowledge to select option values for configurations

that allow the exploration of all paths. However, this considers only

binary configuration options. Nair et al. [15] use dimensionality

reduction to reduce the configuration space and the number of

required performance measurements. This approach assumes that

all the options are equally important and only works for numeric

options. Schmid et al. [20] reduce the number of required experi-

ments by using parameter interaction knowledge gained through a

taint analysis. They only consider numeric configuration options.

In contrast, our approach works for any option type. Dominguez-

Trujillo et al. [5] aim at reducing the amount of data needed to

analyze performance variation in HPC applications (as caused by,

e.g., operating system management activites or inconsistent system

cooling patterns) by focusing on maxima distributions.

7 CONCLUSION AND FUTUREWORK
In this paper, we present an approach to identify performance-

irrelevant configuration options. By excluding these options from

the performance modeling process, costs for constructing perfor-

mance models can be reduced. Our approach is easily applicable by

domain scientists, as users are neither required to have knowledge

about the internal structure of the application nor performance

engineering expertise.
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Our evaluation shows thatwe can identify performance-irrelevant

options while not incorrectly filtering performance-relevant op-

tions. The cost saved by filtering the performance-irrelevant options

from the principal modeling is expected to be much higher than the

cost incurred by the additional small-scale measurements needed

for our approach.

For future work, we would like to evaluate the approach with

additional case studies. We would also like to compare different

performance modeling approaches regarding their ability to iden-

tify performance-irrelevant options through small-scale samples.

For example, DeepPerf [9] and PERF-AL [21] use deep neural net-

works that, despite having a longer training time than DECART,

may require even fewer samples. Furthermore, building principal

performance models using an iterative approach would allow us

to quantify how much faster the model converges by disregarding

irrelevant options.
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